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A Motion Detection-Based Framework for
Improving Image Quality of CCTV Security
Systems

ABSTRACT: Closed-circuit television (CCTV) security systems have been widely used in banks, convenience stores, and other facilities. They
are useful to deter crime and depict criminal activity. However, CCTV cameras that provide an overview of a monitored region can be useful for
criminal investigation but sometimes can also be used for object identification (e.g., vehicle numbers, persons, etc.). In this paper, we propose a
framework for improving the image quality of CCTV security systems. This framework is based upon motion detection technology. There are two
cameras in the framework: one camera (camera A) is fixed focus with a zoom lens for moving-object detection, and the other one (camera B) is
variable focus with an auto-zoom lens to capture higher resolution images of the objects of interest. When camera A detects a moving object in the
monitored area, camera B, driven by an auto-zoom focus control algorithm, will take a higher resolution image of the object of interest. Ex-
perimental results show that the proposed framework can improve the likelihood that images obtained from stationary unattended CCTV cameras
are sufficient to enable law enforcement officials to identify suspects and other objects of interest.
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Closed-circuit television (CCTV) security systems have been
widely used in banks, convenience stores, parking areas, auto-
matic teller machines, and other facilities. If they are set up
properly and follow generally accepted recommendations and
guidelines (1), they are useful to deter crime and depict criminal
activity. However, most of these systems are fixed focus and
therefore are not very useful for object identification (e.g., vehicle
plate numbers, persons, etc.), as they cannot be automatically re-
focused on objects of interest in motion within the field of view of
the camera.

Real-time moving-object detection/tracking is an important
technique for automatic surveillance systems. In Taiwan, some
commercial CCTV systems already include this function. They
use simple ‘‘intensity change’’ and statistical calculation to deter-
mine whether there are any object intrusions. However, this type
of technique is easily influenced by noise and not suitable for ob-
ject tracking. Recently, some object detection/tracking algorithms
were proposed in research papers. Geiger et al. (2) proposed a
dynamic programming method to detect deformable contours;
Agbinya and Rees (3) proposed a multi-object detecting and
tracking method; and Chen et al. (4) combine mosaic-based tem-
poral segmentation and color-based spatial segmentation to

extract moving objects. However, these algorithms are not suita-
ble for real-time CCTV systems with a complex image back-
ground. In our framework, we propose a novel algorithm to detect
moving objects for real-time CCTV systems.

In this paper, we propose a framework for improving the image
quality of CCTV security systems. In this framework, we use two
CCD cameras: one camera (camera A) is fixed focus with a zoom
lens for moving-object detection, and the other one (camera B) is
variable focus with an auto-zoom lens to capture higher resolution
object images. Camera A is set up with the motion detection
technology. We use it to find the image region of objects of in-
terest. Camera B is equipped with our auto-zoom control algo-
rithm for adjusting its focus. When camera A detects a moving
object in the monitored area, camera B will take a higher resolu-
tion image of the object.

Methods

The framework includes three main procedures: (1) camera po-
sition translation analysis: we estimate the position relationship
between two cameras, and determine a moving-object region. (2)
Moving-object detection: we use camera A to detect and deter-
mine an image region for zoom controlling the focus of camera B.
(3) Zoom controlling: we adjust the focus of camera B based upon
the image region obtained from the procedure (2). Camera A is a
fixed focus camera with a zoom lens (most cameras in current
CCTV systems are fixed focus); the other one (camera B) is var-
iable focus with a zoom lens (see Fig. 1). In this framework, all
captured images are exported to nonproprietary AVI (audio/video
interlaced) files.
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Camera Position Translation Analysis

In this procedure, we need to estimate a position translation
value between two cameras (A and B), and find a superimposed
region of images obtained from both cameras. We use a correla-
tion method (3) to analyze the position translation between two
images. Figure 2 illustrates our correlation method for measuring
the similarity between two images. To obtain the optimal result,
we use histogram equalization (3) to enhance images before the
correlation matching process. This processing must follow Scien-
tific Working Group on Imaging Technology (SWGIT) guide-
lines (5). In Fig. 2a, g, and f show the images from two cameras
after histogram equalization; h is a sub-image of g (covers c. 1/4–
1/8 of g). We move h around f; P1 is the beginning point. We can
obtain the cross-correlation coefficients g(x, y) by the following
equation:
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where h is the mean gray value of h, and f is the mean gray value
of f within the h region. lh and lw are the image height and width,
respectively. P2 is the position that has the highest g(x, y) value,
and the corresponding region is that h matches f in the optimal
sense. We can obtain the image position translation by P1 and P2,
as shown in Fig. 2b. Figure 3 shows a matching example by the
correlation method. Figures 3a and b are two images from cam-
eras A and B. Figures 3c and d show the enhanced images (i.e. g
and f in Fig. 2) by histogram equalization. Figure 3e shows a sub-

image h from Fig. 3c. Figure 3f shows correlation coefficients
g(x, y) obtained by moving h around Fig. 3d. P2 is the brightest
point that has the highest g(x, y) value. Figure 3g shows the
matched result.

Moving-Object Detection

In our framework, we proposed a novel object detection/track-
ing algorithm for real-time CCTV systems. In order to analyze
variance of image sequences, the proposed algorithm defines three
motion models: (1) a current motion model ~gCðtÞ (current image
state), (2) a background motion model ~gBðtÞ (to analyze image
background variance within a long time period), and (3) a main

FIG. 2—Correlation matching method: (a) g and f are two observed mixed
images. h is a sub-image of g; n and m are sub-image’s width and height,
respectively; (b) we move h around f; P1 is the beginning point. P2 is the
position that has the highest g(x, y) value.

FIG. 3—Example of the matching by the correlation method: (a, b) two
images from cameras A and B; (c, d) the enhanced images (i.e., g and f in Fig.
2) after histogram equalization; (e) a sub-image h from (c); (f) correlation
coefficients g(x, y) by moving h around (d); P2 is the brightest point that has the
highest g(x, y) value; (g) the matched result.

FIG. 1—Diagram of the proposed framework.
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motion model ~gMðtÞ (to analyze dominant variance within a short
time period). Let g(t) be a fusion image by ‘‘image edge’’ and
‘‘gray scale’’ as

gðtÞ ¼ w1 edgeðftÞ þ w2 grayðftÞ ð2Þ
where w1 and w2 are the weight coefficients (w11w2 5 1); ft is the
tth image frame from camera A. edge ( � ) is the edge information
of ft by the Sobel gradient operator (6), and gray ( � ) is the gray
scale of ft. Three motion models are defined as

The current motion model: ~gCðtÞ ¼ gðtÞ ð3Þ

The background motion model: ~gBðtÞ ¼
1

A

Xt

m¼t�Aþ1

gðmÞ ð4Þ

The main motion model: ~gMðtÞ ¼
1

B

Xt

m¼t�Bþ1

gðmÞ ð5Þ

where A and B are time sequence numbers (A4B). We obtain
~gBðtÞ and ~gMðtÞ by first averaging A and B frames, respectively.
This process of averaging sequential video frames is used to find
the moving objects from stationary scenes while ~gCðtÞ is different
from ~gBðtÞ or ~gMðtÞ. We can also use this averaging process to
reduce noise in stationary scenes (5). Our detection is based upon
the following two rules (where gT is a sensitivity parameter):

Rule 1: ~gCðtÞ4ð~gMðtÞ þ gTÞor ~gCðtÞoð~gMðtÞ � gTÞ

Rule 2: ~gCðtÞ4ð~gBðtÞ þ gTÞor ~gCðtÞoð~gBðtÞ � gTÞ

If any pixel (x, y) in ft satisfies either rule, it will be recorded.
Moving objects should appear in the recorded pixel regions (such
as Fig. 4c). Figure 4 demonstrates an example for this moving-

object detection process. Figure 4a shows an image with a moving
object, and Fig. 4b shows the background image of Fig. 4a. The
moving object is successfully detected as Fig. 4c.

Zoom Controlling

After finding a moving object, camera B is refocused to obtain
images with a better resolution. In order to execute this zoom-
controlling process, we need to find a relationship between ‘‘object
length’’ and ‘‘zooming time.’’ We use Fig. 5 to explain the process.
Li is the length of a moving object. T is the time step. After several
time steps, we can obtain a relationship between ‘‘object length’’
and ‘‘zooming time.’’ With this relationship, camera B is refo-
cused according to the moving object’s length in the real-time
tracking process.

Experiments

We use a personal computer with an Intel Pentium IV 3 GHz
CPU and 1 Gbyte RAM to implement our framework. The

FIG. 5—Process to find a relationship between ‘‘object length’’ and ‘‘zoom-
ing-time.’’ Li is the length of a moving object, which is measured from the
image center to the object top. T is the time step.

FIG. 4—Example of moving-object detection: (a) an image with a moving object; (b) the background image; (c) the detection result.

CHIU ET AL. . MOTION DETECTION FOR CCTV SYSTEMS 1117



system contains two YOKO 210Z (NTSC) CCD cameras
(Jhonghe City, Taiwan) and one Euresys Picolo image grab card
(the image analytic rate is 15 frames/sec, image recording rate is
30 frames/sec, and the image size is 640 � 480 pixels). We use a
Gaussian blur to reduce noise (7). All output video files are ex-
ported to nonproprietary AVI files and stored in a 200 Gbyte hard
disk (nonremovable medium). We use four experiments to dem-
onstrate the performance of our framework. These experiments
include moving objects (human and vehicle) in indoor and out-
door environments. We set w1 5 0.9, w2 5 0.1, gT 5 10, A 5 200,
and B 5 50 in all experiments.

Figure 6a shows an image from camera A and the superimposed
region obtained by the camera position translation analysis proc-
ess. Figure 6b shows an image from camera B. Figures 6c and e
show some image sequences from cameras A and B, respectively.
Figure 6d shows the results of moving-object detection. Figures 7
and 8 show experiments in indoor and outdoor environments, re-
spectively. Figure 9 shows an experiment for vehicle monitoring.
We set the vehicle appearing on the top left as our object of in-
terest. We can recognize the vehicle plate number. From the ex-
perimental results, the object of interest (e.g., face, car) covers
more than 15% of camera B’s field of view (1).

FIG. 6—Example: (a) an image from camera A and the superimposed region obtained by the camera position translation analysis process; (b) an image from
camera B; (c) some image sequences from camera A; (d) the moving-object detection results; (e) some image sequences from camera B.
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Conclusions

In this paper, we propose a framework for improving the image
quality of CCTV security systems. It is based upon motion de-
tection technology and follows SWGIT guidelines. Four experi-
ments demonstrate encouraging results to show the performance
and reliability of this framework. This framework is proposed for
stationary unattended CCTV cameras. In the future, the frame-
work will be extended to a speed dome camera (two-axis rotation)
for dynamic tracking and capturing the moving objects.
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FIG. 8—Experiment: (a) an image from camera A; (b) the moving-object detection result; (c) an image from camera B.

FIG. 9—Experiment for vehicle monitoring: (a) an image from camera A; (b) the moving-object detection result (we set the vehicle appearing on the top left as
the object of our interest); (c) an image from camera B (we can recognize the vehicle plate number).

FIG. 7—Experiment: (a) an image from camera A; (b) the moving-object detection result; (c) an image from camera B.
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